Using Evolutionary Algorithms for ECG Arrhythmia Detection and Classification
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Abstract—The electrocardiogram (ECG) is the most clinically accepted diagnostic tool used by physicians for interpreting the functional activity of the heart. The existing ECG machines require an expert-in-the-loop for identifying abnormalities in cardiac activity – commonly referred to as Arrhythmia – of a patient. The accuracy of diagnosis is directly dependent on the skill set of the physician; as a result, in rural and remote places, where no ECG specialist wants to relocate, the patients are unable to get any help in case of life threatening arrhythmias. In this paper, we investigate the suitability of evolutionary algorithms to discriminate a normal ECG from an abnormal one with minimum user intervention. Consequently, the human dependent errors are minimized. The intelligent framework is efficient and can be used for real time ECG analysis to complement the diagnostic efficiency and accuracy of ECG specialists. Moreover, the system could also be used to raise early alarms for patients where no ECG specialist is available. In this paper, we aim at autonomously detecting six types of Arrhythmia: (1) Tachycardia, (2) Bradycardia, (3) Right Bundle Branch Block, (4) Left Bundle Branch Block, (5) Old Inferior Myocardial Infarction, and (6) Old Anterior Myocardial Infarction. We evaluate the accuracy of our system by selecting the best back end classifier from a set of 8 evolutionary classifiers. The results of our experiments show that our system is able to achieve more than 98% accuracy in detecting most types of Arrhythmia.

Index Terms—arrhythmia; electrocardiogram; genetic; evolutionary.

I. INTRODUCTION

The electrocardiogram, ECG or EKG, directly measures micro voltages in the heart muscle (myocardium) over a specific period of time. Figure 1 illustrates a typical ECG waveform [1]. It consists of three main segments: P-wave, QRS complex and T wave. The corresponding intervals and amplitudes have also been marked in the picture. A careful observation of the ECG waveform – focusing on identifying deviations in the expected times, shapes and voltages of the impulses in the cycles – provides a physician valuable diagnostic information. ECG is the most commonly used method for identifying abnormal heart activity (Arrhythmia).

It is a well known problem that life threatening scenarios do emerge due to misdiagnosis on the basis of ECG. Moreover, in remote and rural areas of developing countries, ECG experts are not available and general physicians are not adequately trained to diagnose Arrhythmias on the basis of ECG. In secondary care hospitals, due to an immense load of patients, a physician spends significantly small time per patient; as a result, proper diagnosis is difficult. Therefore, in this paper, we propose a Bio-inspired ECG analysis tool that has the capability to autonomously extract features from an ECG waveform and then apply evolutionary learning classifiers to detect most prevalent Arrhythmia types.

The proposed solution can be used by taking input from digital ECG machines into a tablet, notebook or smart phone and then analyze it – using Bio-inspired classifiers – to detect Arrhythmia. (In new machines, the solution could be implemented with no additional hardware cost.) In this case, an alarm could be sent to emergency services by providing the location of the patient. Similarly, patients living in remote areas of developing countries could visit a basic health unit – equipped with ECG – and their ECG is analyzed by our system and then the suggested diagnosis can be sent to a tertiary care hospital for an expert opinion using e-health and telemedicine technology. As a consequence, a significant amount of patients’ load is reduced on tertiary care hospitals leading to better quality of health care. Last but not least, the tool has the ability to do ECG analysis in realtime.

The important feature of the system is that it is able to work with unbalanced datasets, in which most patients are normal, without showing any learning bias towards the majority class problem. The other important requirement is that Arrhythmia patients must not be misclassified as normal (False negative) because this misdiagnosis could become fatal. The results of our experiments show that the system achieves more than 98%
accuracy in detecting well known Arrhythmia types.

A. Related Work

To the best of our knowledge, little research exists that investigates the feasibility of using Evolutionary classifiers for Arrhythmia detection. However, known methods for Arrhythmia detection mostly focus on differentiating between different Arrhythmia types. In [2], for instance, Support Vector Machine (SVM) has been used for primary classification but the features’ set is evolved through a genetic search. Similarly, the authors of [3] and [4] have done some work on Arrhythmia classification. In comparison, we propose a two level hierarchical classifier (for imbalanced ECG datasets) that removes bias in learning: (1) In Phase 1, we only discriminate between normal and abnormal ECG, and (2) in Phase 2, we detect six prevalent Arrhythmia types. During the second stage, dataset is squeezed to contain only ECG of Arrhythmia patients. This two step strategy has significantly improved the detection rate of our system compared with existing solutions.

The rest of the paper is organized as follows. In Section II, we describe the architecture of our hierarchical classification system. In Section III, we discuss the results of our experiments by analyzing the performance metrics of proposed system with existing solutions. Finally, we conclude the paper with an outlook to our future work.

II. SYSTEM ARCHITECTURE

Figure 2 provides an overview of our ECG analysis framework. We have developed our framework in two phases. In order to test the validity of our approach, a real world dataset is important. For this purpose, we use a well known publicly available ECG dataset obtained from UCI repository [5]. The next important step is to do preprocessing of data, which is necessary for extracting knowledge from raw ECG data. In this step, it is important to visualize data and remove redundant features from dataset. Finally, we train a number of evolutionary learning classifiers to build normal and Arrhythmia models. As a consequence, we select the most suitable classifier that meets our requirements.

In the classification module, we use a novel two phase hierarchical classification strategy: (1) In Phase 1, we select a classifier that discriminates between normal and abnormal patients (we create a combined dataset of abnormal patients of all types of Arrhythmia), and (2) In Phase 2, we train the classifiers to build models of six types of Arrhythmia and then detect them on testing instances. The primary motivation is to identify rule based classifiers so that the cardiac physicians can be consulted on the diagnostic rules. After providing a brief overview of our system, we now discuss in detail the features extraction and preprocessing module.

A. Data Preprocessing

The 12-Lead ECG is clinically accepted diagnostic tool used by cardiac physicians for ECG analysis. The ECG electrodes convert heart signals into an electrical signal ranging from 1 mV to 5 mV. In order to evaluate the efficacy of our Intelligent Arrhythmia detection tool, we use UCI Arrhythmia Dataset [5]. It consists of 16 classes, 279 attributes and 452 instances. We have eliminated the instances for Ventricular Premature Contraction, Supraventricular Premature Contraction, Left Ventricular Hypertrophy, Atrial Fibrillation. In Figure 3, we have summarized the Arrhythmia types that our tool is able to detect.

1) Feature Extraction & Visualization: As expected, Evolutionary classifiers take significantly large amount of time if we try to train them using entire features’ set consisting of 279 features. As a result, realtime ECG analysis is not possible. Therefore, CFSubsetEvaluation technique is used with Best First Search method, available in WEKA [6] software, to reduce the features’ set to a maximum of 31 features for Phase 1.
Moreover, a large feature set also confuses the learning of classifiers due to overlapping boundaries. In order to get a better insight into the overlapping features, we have visualized their distribution plots. For brevity, see Figures 4(a) and 4(b) that show distribution of the area of QRS complex of V1 (QRSA) and R Amplitude of V6 respectively. One can see that it is not easy to discriminate between Old Anterior Myocardial Infarction and RBBB Arrhythmia types because above-mentioned two techniques for them belong to an overlapping region. In this way, we have removed the overlapping features that are likely to confuse classifiers.

III. EXPERIMENTS AND RESULTS

A. Performance Metrics

We have used KEEL [7] software – it provides realization of a number of Evolutionary learning classifiers – to select our hierarchical Arrhythmia classifier. We empirically identify the best configuration of each classifier that provides best accuracy. The ten-fold cross validation scheme has been used for testing in which we partition the dataset into 10 folds; train on 9 folds and test on the remaining fold. The results are based on three performance metrics: (1) detection rate, (2) false negative rate, and (3) computational time. We define detection rate as:

$$ DR = \frac{TP}{(TP + FN)} $$

In medicine, a false negative rate is significantly more critical compared with the case in which a normal patient is diagnosed as Arrhythmic (False Positive). It is defined as:

$$ FNR = \frac{FN}{(FN + TP)} $$

For the sake of comprehensiveness, the terms TNR and FAR\(^1\) are defined though they are less relevant in medicine.

In Phase 1, we deal with a two class problem – normal and Arrhythmia (of all types) – and hence the terms used in Equation 1 and Equation 2 are defined as follows:

\(^1\) \text{FAR} = \frac{FP}{(FP + TN)}, \text{and} \ TNR = \frac{TN}{(TN + FP)}

True Positive (TP) is the number of Arrhythmia instances correctly classified as Arrhythmia instances. 
False Negative (FN) is the number of Arrhythmia instances that are incorrectly classified as normal.
False Positive (FP) is the number of normal instances that are incorrectly classified as an Arrhythmia instance.
True Negative (TN) is the number of normal instances that are correctly classified as normal.

In Phase 2, we are dealing with a six class Arrhythmia problem that is sub-divided into 3 groups of two classes each; therefore, the above-mentioned terms are now redefined with respect to each type of Arrhythmia. For example, if a Tachycardia instance is classified as any another type of Arrhythmia, it will contribute towards FP. Similarly, if any another type of Arrhythmia is classified as a Tachycardia instance, it would contribute towards FN. Similarly, we redefine the terms TP, TN, DR and FAR for Phase 2.

Remember, the effectiveness of our classification solution depends on not only achieving a high detection rate but also on minimizing false negative rate (FNR). If the solution were to be used in real world, it is equally important that an Arrhythmia case is not classified as normal. A high false negative rate can severely compromise the diagnostic ability of a solution. Similarly, a low false alarm rate is preferred but a false alarm could be easily ruled out after a review by a cardiac physician. Last but not least, the system should give a decision in acceptable time and we define the decision time as the time taken during testing of instances.

B. Results

As mentioned before, our system works in two phases and hence we separately report the results for both phases.

1) Phase 1: In Table I, the results for Phase 1 are tabulated. One can see that the Pittsburgh style algorithm – GAssist-ADI – has provided the best detection rate. Moreover, it produces rules from the feature-set that are comprehensible and the rules can be easily implemented through if-else constructs. The high detection rate is due to its fitness function that evolves optimum rules using Minimum Description Length Principle.

PSO-LDA achieves the second best detection rate with a significantly better true negative rate. This is significantly higher
compared with PSO-ACO and AntMiner that aim to determine a set of rules that predict the value of an attribute for a class. PSO-LDA on the other hand utilizes genetic PSO technique for feature selection and then performs classification based on the linear discriminant analysis. To conclude, PSO-LDA is not a rule based classifier and hence has little diagnostic value. Another interesting pattern is observed for GFS-AdaBoost. It provides 99.2% detection rate while true negative rate is just 2.4%; as a result, it has failed to learn “normal” ECG. Moreover, it is also not a rule based classifier. Due to these reasons, GAssist-ADI is the chosen classifier for Phase 1.

### TABLE I

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Test Results in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAssist-ADI</td>
<td>82.7 17.3 8.6 91.4</td>
</tr>
<tr>
<td>PSO-LDA</td>
<td>80.5 19.7 1.2 98.8</td>
</tr>
<tr>
<td>GFS-AdaBoost</td>
<td>99.2 0.8 91.6 2.5</td>
</tr>
<tr>
<td>GANN</td>
<td>66.1 33.9 15.9 84.1</td>
</tr>
<tr>
<td>SLAVE</td>
<td>65.9 34.1 6.1 93.9</td>
</tr>
<tr>
<td>XCS</td>
<td>59.8 40.2 9.4 90.6</td>
</tr>
<tr>
<td>UCS</td>
<td>56.7 43.3 6.9 93.1</td>
</tr>
<tr>
<td>PSO-ACO</td>
<td>55.9 44.1 6.9 93.1</td>
</tr>
<tr>
<td>AntMiner</td>
<td>51.2 48.8 9 91</td>
</tr>
</tbody>
</table>

2) **Phase 2:** In this phase, the normal instances – classified in Phase 1 are removed from the dataset; as a result, the learning bias due to the majority class is removed. The remaining instances of six Arrhythmia types are divided into 3 subgroups consisting of two Arrhythmia types each. The subgroups are:

- (a) Tachycardia and Bradycardia,
- (b) Left Bundle Branch Block and Old Inferior Myocardial Infarction,
- (c) Right Bundle Branch Block and Old Anterior Myocardial Infarction.

In Phase 2, the diagnosis proceeds in three sub phases. In Phase 2(a), a patient is diagnosed for Tachycardia and Bradycardia. If these are ruled out, Left Bundle Branch Block or Old Inferior Myocardial Infarction are diagnosed in Phase 2(b). Finally, in Phase 2(c), Right Bundle Branch Block or Old Anterior Myocardial Infarction are diagnosed. Using this hierarchical strategy, the overlapping features that confuse the classifiers are removed. The results are tabulated in Table II. We see that GAssist-ADI achieves 100% accuracy for five Arrhythmia types. It has evolved individuals that represent the rule-set [8] using genetic operators like selection, crossover, mutation and replacement. It only misclassifies RBBB instances by 2%. By dividing our framework in two phases, we have effectively reduced the feature space and overlap between instances; as a result, accurate rules are created.

In comparison, PSO-ACO has inferior detection rate especially for LBBB and Tachycardia. But PSO-LDA, achieves 100% detection rate for all Arrhythmia types. On the other hand, XCS has given 100% detection rate for four Arrhythmia types. It misclassifies Old Anterior MI by 6.7% and Bradycardia by 4%. The condition/action classifiers evolved in this case are biased towards the majority class RBBB. In comparison, UCS misclassifies Tachycardia that shows that supervised learning scheme is not suitable for this particular dataset. Moreover, Fuzzy AdaBoost provides the lowest detection rate for the majority of Arrhythmia instances.

GANN also gives high detection rate for all Arrhythmia types. It builds a neural network using a standard genetic algorithm. Mutation and crossover operators are used for building the classification model. SLAVE has given 100% detection rate for all Arrhythmia types. Though it uses a fuzzy technique but compared to GFS-AdaBoost, it evolves a set of fuzzy rules instead of a combination of classifiers. Again the classifier of choice is GAssist-ADI because it provides relatively high detection rate along with the diagnostic rules. (See Table V for Bradycardia rules generated by GAssist-ADI.)

### TABLE V

<table>
<thead>
<tr>
<th>Samples Rules Generated By GAssist-ADI</th>
</tr>
</thead>
<tbody>
<tr>
<td>If (‘QRS Interval’ &gt; 420.12) or (‘V5 R wave width’ &gt; 51.5) or (‘Heart Rate’ &lt; 70.86))</td>
</tr>
<tr>
<td>ArrhythmiaType = ‘Bradycardia’</td>
</tr>
<tr>
<td>Else</td>
</tr>
<tr>
<td>ArrhythmiaType = ‘Tachycardia’</td>
</tr>
</tbody>
</table>

2) Phase 2: In this phase, the normal instances – classified in Phase 1 are removed from the dataset; as a result, the learning bias due to the majority class is removed. The remaining instances of six Arrhythmia types are divided into 3 subgroups consisting of two Arrhythmia types each. The subgroups are:

(a) Tachycardia and Bradycardia,

(b) Left Bundle Branch Block and Old Inferior Myocardial Infarction,

(c) Right Bundle Branch Block and Old Anterior Myocardial Infarction.

In Phase 2, the diagnosis proceeds in three sub phases. In Phase 2(a), a patient is diagnosed for Tachycardia and Bradycardia. If these are ruled out, Left Bundle Branch Block or Old Inferior Myocardial Infarction are diagnosed in Phase 2(b). Finally, in Phase 2(c), Right Bundle Branch Block or Old Anterior Myocardial Infarction are diagnosed. Using this hierarchical strategy, the overlapping features that confuse the classifiers are removed. The results are tabulated in Table II. We see that GAssist-ADI achieves 100% accuracy for five Arrhythmia types. It has evolved individuals that represent the rule-set [8] using genetic operators like selection, crossover, mutation and replacement. It only misclassifies RBBB instances by 2%. By dividing our framework in two phases, we have effectively reduced the feature space and overlap between instances; as a result, accurate rules are created.

In comparison, PSO-ACO has inferior detection rate especially for LBBB and Tachycardia. But PSO-LDA, achieves 100% detection rate for all Arrhythmia types. On the other hand, XCS has given 100% detection rate for four Arrhythmia types. It misclassifies Old Anterior MI by 6.7% and Bradycardia by 4%. The condition/action classifiers evolved in this case are biased towards the majority class RBBB. In comparison, UCS misclassifies Tachycardia that shows that supervised learning scheme is not suitable for this particular dataset. Moreover, Fuzzy AdaBoost provides the lowest detection rate for the majority of Arrhythmia instances.

GANN also gives high detection rate for all Arrhythmia types. It builds a neural network using a standard genetic algorithm. Mutation and crossover operators are used for building the classification model. SLAVE has given 100% detection rate for all Arrhythmia types. Though it uses a fuzzy technique but compared to GFS-AdaBoost, it evolves a set of fuzzy rules instead of a combination of classifiers. Again the classifier of choice is GAssist-ADI because it provides relatively high detection rate along with the diagnostic rules. (See Table V for Bradycardia rules generated by GAssist-ADI.)

### C. Combined vs. Hierarchical Classification System

In Table III, classification results for a single step multi-class (7 to be precise) strategy are provided. In case of the combined multi-class problem (one normal and six Arrhythmias), detection rates of all classifiers are significantly degraded. Similarly a significant increase in FNR severely undermines the utility of evolutionary algorithms for Arrhythmia classification. To cite an example, GAssist-ADI provides a detection rate of 23% only for Tachycardia and a maximum of 68% for RBBB. This is due to the fact that overlapping features confuse all classifiers. The usefulness of hierarchical strategy is that it segregates class boundaries of different Arrhythmias; as a result, detection rate is significantly improved (see Table II).

If we want to have homogenous classification at both levels, GAssist-ADI is a good choice because it provides consistent and relatively high detection rate in both phases. On the other hand, if heterogeneity is acceptable, GAssist-ADI can be deployed in Phase 1 and SLAVE in Phase 2. In order to do the realtime analysis, refer to Table IV. The proposed solution takes less than 1 second to classify a patient which is acceptable. Remember that training is required only at the beginning of learning; therefore, training time has little significance during realtime operation.

### IV. Conclusion

In this paper, we propose a novel hierarchical classification strategy to detect six prevalent Arrhythmia types in realtime with high detection accuracy. The scheme could be used to develop an intelligent framework for e-health and tele-medicine to provide decision support to general physicians in rural and remote areas (especially in developing countries) where cardiac physicians are mostly not available. The proposed
solution could be used to complement existing ECG machines for intelligent ECG analysis to reduce the misdiagnosis rate.

We have identified GAssist-ADI classifier to act as the classification engine in our Arrhythmia detection system. The classifier provides high accuracy in both phases of detection and gives a decision in real-time. Last but not least it provides comprehensible diagnosis rules as well.

In the next phase of our research, we will present the rules to the cardiac physicians and improve the accuracy of our system by bringing expert-in-the-loop. This will be the subject of our forthcoming publications.
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